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Observational and theoretical constraints



The soft X-ray excess
Ark 120 

Nardini et al. (2011)

• Ubiquitous in AGN (Bianchi et al. 2009, Jin et al. 2012, Boissay et al. 2016, Gliozzi et 
al. 2020, …)

• Very few counter-examples…
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• Smooth and lack of strong spectral features 

Spectral characteristics
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• Can be accounted for by thermal emission from the  disc, BUT

➡ require way to high disk temperature
➡ similar disk temperature between 

objects of different BH mass and 
luminosity (Gierlinski & Done 2004, 
Bianchi et al. 2009, …)

(From Nardini E.)

• Smooth and lack of strong spectral features 

Spectral characteristics
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• A fit with a power law gives <𝚪soft X>~2.5
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FIG. 5.ÈVarious correlations with (aÈd) Emission-line parameters that correlate strongly with Open symbols are for radio-loud quasars. Thea
x
. a

x
. a

xversus Hb FWHM correlation is the strongest in our sample. Note that the X-rayÈweak quasars do not stand out in these correlations ; they thus have the
““ right ÏÏ spectral slope but the ““ wrong ÏÏ luminosity. (e) Note the trend of increasing with increasing which indicates that a steep tends to bea

ox
a
x
, a

xassociated with a weak 2 keV Ñux rather than a strong 0.3 keV Ñux. The position of the X-rayÈweak quasars are marked. ( f ) The Y -axis is a measure of
under some simpli–ed assumptions, as described inL /L Edd ° 4.7.

tribution for RLQs and RQQs is displayed in ToFigure 6.
construct it, we used the mean the meanL 14.25 (Table 5), a

o
,

the mean and the mean in our sample. We excludeda
x
, a

oxfrom the mean the three X-rayÈweak quasars, and PG
1114]445, where is highly uncertain because of the pres-a

xence of a warm absorber. The mean spectra were extended
above 2 keV assuming a slope of [1 for RQQs and [0.7
for RLQs. The & Ferland hereafterMathews (1987, MF)
quasar energy distribution is also displayed for the purpose
of comparison. The shape assumes a steep soft com-MF
ponent with a break to the hard X-ray slope above 0.3 keV,
and it therefore signi–cantly underestimates the soft X-ray
Ñux at D0.2È1 keV.

RLQs tend to be somewhat stronger hard X-ray sources
than RQQs. This trend, together with the Ñatter X-ray slope
of RLQs, was interpreted by & Elvis as pos-Wilkes (1987)
sible evidence for a two-component model. In this interpre-

tation RLQs have the same hard X-ray component with
as in RQQs, with an additional contribution froma

x
D [1

a Ñatter component, making their overall X-raya
x
D [0.5

emission Ñatter and brighter. The additional X-ray com-
ponent in RLQs could be related to the radio jet, e.g.,
through inverse Compton scattering. The composite spec-
trum suggests that although RLQs are brighter at 2 keV,
they may actually be fainter at lower energy because of their
Ñatter The RLQ composite is based only on four objectsa

x
.

and is therefore rather uncertain. In addition, the results of
et al. ° IIIc) suggest that RLQs in the PGSanders (1989,

sample are about twice as bright at 2 keV compared with
RQQs of similar optical luminosity, rather than the D30%
found for the composite ; thus the di†erence in PSPC a

xwould imply a smaller di†erence at 0.2 keV than is shown in
the composite. If RLQs are indeed weaker than RQQs at
0.2 keV, then the two-component model suggested above

Laor et al. (1997)
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Table 2. NH in units of 1020cm−2. The first NH value (NH -
fix) is taken from Elvis et al. 1989 if marked with a !, else from
Stark et al. 1992. α is the ROSAT spectral power law index, σα

the corresponding 1σ error. σNH
ist the 1σ error of the fittet

NH value.

NH - fix NH - free
# NH α σα NH σNH

α σα

1 4.93! 1.214 0.085 5.33 1.04 1.312 0.269
2 4.50! 1.481 0.040 3.93 0.44 1.317 0.139
3 1.67 1.771 0.026 1.61 0.19 1.746 0.093
4 2.45 1.736 0.067 2.54 0.69 1.771 0.280
5 2.99! 2.104 0.025 3.44 0.30 2.277 0.118
6 3.12! 1.435 0.033 3.62 0.40 1.600 0.140
7 17.96 1.351 0.270 7.15 2.45 0.610 0.386
8 6.64 1.665 0.020 5.82 0.21 1.470 0.056
9 3.97 1.798 0.330 0.98 1.07 0.687 0.769
10 5.25 0.844 0.269 6.24 6.37 1.011 0.739
11 1.44! 1.711 0.016 1.48 0.11 1.730 0.054
12 1.72! 1.210 0.030 1.86 0.29 1.263 0.117
13 1.47 1.298 0.059 1.92 0.55 1.488 0.238
14 1.57 1.458 0.173 0.52 0.81 0.988 0.571
15 1.90 1.605 0.115 1.01 0.85 1.213 0.422
16 2.20! 1.627 0.037 2.18 0.36 1.617 0.153
17 1.84 1.957 0.073 0.55 0.32 1.309 0.197
18 1.09 1.808 0.049 1.09 0.28 1.812 0.162
19 1.84! 1.526 0.051 1.43 0.39 1.352 0.182
20 1.38! 1.602 0.040 1.52 0.32 1.665 0.153
21 1.26 1.903 0.061 0.59 0.24 1.532 0.157
22 7.20! 1.198 0.066 7.37 0.80 1.227 0.155
23 1.11 1.943 0.066 1.08 0.37 1.928 0.207
24 3.02 2.008 0.264 1.21 1.10 1.305 0.799
25 1.59 1.949 0.101 2.38 0.88 2.315 0.416
26 2.66! 1.499 0.029 2.59 0.31 1.473 0.120
27 4.35! 1.128 0.110 3.43 1.08 0.877 0.328
28 0.90! 1.446 0.113 1.64 0.87 1.835 0.463
29 2.49 0.949 0.179 1.58 1.74 0.669 0.602
30 4.15 1.522 0.054 1.84 0.51 0.800 0.182
31 2.84! 1.331 0.010 2.36 0.10 1.160 0.037

While the change in spectral slope between the ROSAT
and harder X-ray energy bands as well as the αROSAT−αox

correlation are useful indicators for the soft X-ray excess
and big blue bump emission, a quantitative analysis is best
performed in the framework of a physical emission model,
the most widely advocated candidate being emission from
the hot inner region of an accretion disk around a super-
massive central object.

4. Accretion disk model used in spectral fits

We assume a standard geometrically thin α-accretion disk
around a massive Kerr black hole. A detailed description
of our model is given in Dörrer et al. (1996). Here, we just
summarize the basic concepts of the calculations. Model
parameters are the mass M of the central black hole, the

Fig. 3. Broad band power law index αox plotted against
ROSAT spectral power law index (fixed NH). Diamonds: red-
shift, z < 0.5; triangles: z > 0.5; open symbols: absorbed spec-
tra (NH > 3 · 1020 cm−2). 1σ errors of the slope of the linear
regression line calculated for the 17 steep X-ray spectrum ob-
jects (αROSAT > 1.5) are marked as solid lines.

accretion rate Ṁ , the viscosity parameter α, and the spe-
cific angular momentum a of the central black hole. In
addition to the parameters describing the physical prop-
erties of the accretion disks the inclination angle under
which the observer sees the disk is also a free parameter.
The specific angular momentum a of the central black hole
was fixed at a = 0 in our spectral fits. All relativistic cor-
rections on the disk structure with respect to a Newtonian
model are included according to Riffert & Herold (1995).

The radiative transfer is solved in the Eddington ap-
proximation, and the plasma is assumed to be in a state
of local thermodynamic equilibrium. Multiple Compton
scattering is treated in the Fokker-Planck approximation
using the Kompaneets operator. The absorption cross sec-
tion contains only free-free processes for a pure hydrogen
atmosphere. Induced contributions to the radiative pro-
cesses have been neglected throughout.

For a given radial distance R from the central black
hole, a self-consistent solution of the vertical structure
and radiation field of the disk is obtained from the hy-
drostatic equilibrium equation, radiative transfer equa-
tion, energy balance equation, and equation of state, when
proper boundary conditions are imposed. Note, that we
have not considered convection in our model.

In our calculations the viscosity is assumed to be
entirely due to turbulence. Because the standard α-
description (viscosity proportional to the total pressure)
leads to diverging temperature profiles in the upper parts
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Timing characteristics
• Generally soft X correlates/behaves (on long timescale) with/like UV emission

P.-O. Petrucci et al.: Multiwavelength campaign on Mrk 509 XII. Broad band spectral analysis.

Fig. 2. Count rate-count rate correlation coefficients between
different energy bands for the 10 observations. In each panel, the
green star is the XMM-Newton/OM light curve in the 3-6 eV
band; the three blue crosses correspond to the XMM-Newton/pn
soft X-ray bands: 0.2-0.5 keV, 0.5-1 keV, 1-2 keV; the three red
diamonds correspond to the XMM-Newton/pn medium X-ray
bands: 2-4 keV, 4-6 keV, 6-12 keV; and the two black trian-
gles correspond to the INTEGRAL/ISGRI hard X-ray bands:
20-60 keV and 60-200 keV. In each panel, the light curves are
correlated with the one marked with the vertical dotted lines.
We have overplotted the 95% and 99% confidence levels for the
significance of the correlation (it corresponds to correlation co-
efficients of 0.64 and 0.78, respectively, for 10 points) with hor-
izontal dot-dashed and dashed lines, respectively.

including those above 10 keV from the INTEGRAL/ISGRI
instrument. The error bars reported in this figure were es-
timated in the following way. To simplify, we focus on the
error of the Pearson correlation coefficient of 0.78 obtained
between the 3-6 eV and 0.2-0.5 keV count rate light curves.
For both energy ranges, we simulated 200 light curves of ten
count rates, each of these count rates being drawn from a
Gaussian distribution probability centered on the observed
values (in these energy ranges) and with a standard de-
viation equal to the 68% count rate error of the observed
data.

We take the example of the simulation of the faked 3-6
eV count rates for Obs 1. The observed count rate for Obs
1 is 14.06 cts s−1 with a 90% error of ±0.76 cts s−1. Thus
we draw 200 faked 3-6 eV count rates from a Gaussian
centered on 14.06 cts s−1 and with a standard deviation of
0.76/1.65=0.46 cts s−1. We proceed in the same manner
for the 0.2-0.5 keV energy band. Then we correlate the
200 simulated 3-6 eV light curves with the 200 simulated
0.2-0.5 keV light curves to obtain a set of 200×200 fake
correlation coefficients. We define the correlation coefficient
cmin (respectively cmax) as the value below (respectively
above) which we have 5% of the simulated correlation
coefficients. In the present example, cmin = 0.47 and
cmax = 0.85, and we use cmin and cmax as the corre-
sponding 90% error on the observed correlation coefficient.
We apply the same procedure for the other correlation
coefficients shown in Fig. 2. We have also overplotted,

Fig. 3. The first (left panels) and second (right panels) princi-
pal components of variability. The upper panels show the spec-
tra corresponding to the maximal and minimal coordinate αj,k

over the j=10 observations of the first (k=1,left) and second
(k=2, right) eigenvectors. The middle panels show the ratio of
the maximum and minimum spectra to the total spectrum of
the source. The bottom panels show the contribution of each
component to the total variance as a function of energy.

in this figure, the 95% and 99% confidence levels for the
significance of the correlation. This correspond to correla-
tion coefficients of 0.64 and 0.78, respectively, for 10 points.

Figure 2 shows that the UV and soft X-rays (<1 keV)
bands are indeed well correlated even if the errors on the
correlation coefficient are relatively large. But, in contrast,
the absence of correlation with the higher energy bands
points to separated components between the low (<1 keV)
and high (>1 keV) energies. Noticeably, the XMM-Newton
energy bands above ∼2 keV appear to vary in unison, and
also correlate well with the 20-60 keV INTEGRAL energy
band, suggesting a common physical origin.

4. Principal component analysis

Before going deeper into the spectral analysis, we perform
a principal component analysis (PCA) to search for vari-
ability patterns. PCA is a powerful tool for multivariate
data analysis which is now widely used in astronomy
(e.g. Paltani & Walter 1996; Vaughan & Fabian 2004;
Malzac et al. 2006; Miller et al. 2007; Pris et al. 2011). It
allows transforming a number of (potentially) correlated
variables into fewer uncorrelated variables called principal
components. In the present case, the long exposures per
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XMM-Newton 2007

XMM-Newton/ 
NuSTAR 2019,

ASCA 1999 

Suzaku, 2011

Fig. 1: Unfolded spectra of ESO 511-G030 corresponding to the observations quoted in Table 1. Variability is observed both in terms of spectral
and amplitude changes. In the optical/UV band the source faded by a factor of ⇠10. The underlying model folding the data is a power-law with �=2
and a unitary normalisation.

net exposure times of 5.7 ks, 224 ks and 51 ks respectively.
Following the processes described in the Suzaku data
reduction guide1, the XIS 0, 1 and 3 CCD spectra were
extracted with HEASOFT (v6.29.1) and adopting the latest
version of the CALDB (Novermber 2021). The cleaned event
files were selected from the 3⇥3 and 5⇥5 edit modes and
subsequently processed according to the suggested screening
criteria. Both XIS source and background spectra were
extracted from circular regions of radius 3.0 arcmin. Care
was also taken in avoiding the chip corners containing the
Fe55 calibration sources. The corresponding spectra and
lightcurves were subsequently extracted using ������� for
the second and third observations as the first poiting is too
short. For each detector, the response matrices (RMF) and
the ancillary response files (ARF) were generated by running
the ��������� and ������������ tasks. After verifying
their consistency, we combined the front illuminated
(XIS-FI) 0 and 3 spectra into a single XIS03-FI spectrum
for observations 707023020 and 707023030 (707023010 too
short). We used a cross-calibration constant to account for
the intercalibration between the XIS and Pin detectors. In

1 http://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/abc

the fits, this constant has its expected value k⇠1.16 for the
707023030 data only while it goes to a value of k⇠1.50 in
the 707023020 observation. Such a particularly high value
for this constant is explained by the non-simultaneity of the
XIS-PIN exposures due to telemetry issues which occurred
leaded to an actual shortening of the PIN exposure to about
1/5 of what was scheduled. Then, the high value of the
cross-correlation constant is straightforwardly explained
by the intra-observation variability that the source had
undergone.

– XMM-Newton: We reduced and analysed both a 2007 XMM-

Newton orbit and the five exposures about 30 ksec each that
were obtained simultaneously with NuSTAR in 2019. The ex-
posures were performed with the EPIC camera (Strüder et al.
2001; Turner et al. 2001a) operating in the Small Window
mode. Data were processed using the XMM-Newton Science
Analysis System (SAS, Version 19.0.0). Because of its larger
e�ective area with respect to the MOS cameras, we only report
the results for the pn instrument. Source spectra were derived
using a circular region with a 40 arcsec radius centered on the
source while the background was extracted from a blank 50
arcsec radius area nearby the source. The extracting regions
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UV/Soft X-ray disappearance…
Very similar to Mkn 1018 (Noda & Done 2018)



Timing Properties

Soft lag on short 
time scale: 
reflection, 

reprocessing?

Soft lead on longer 
time scale: propagating 

fluctuation?

Fabian et al. (2009)

Lag between soft (0.3-1 keV) and hard (1-5 keV)BH mass and soft X-ray lags in AGN 2449

Figure 4. Negative lag frequency (νlag) versus MBH (left-hand panel) and absolute amplitude (|τ |) versus MBH (right-hand panel) trends (the error bars
represent the 1σ confidence interval). The lag frequencies and amplitudes are redshift-corrected. The best-fitting linear models (in log–log space) and the
combined 1σ error on the slope and normalization are overplotted as continuous and dotted lines. The dashed lines in the right-hand panel represent (from
bottom to top) the light-crossing time at 1rg, 2rg and 6rg as a function of mass.

the lag minimum are further discussed in Section 4.1), once cor-
rected for the redshift of the source. The fit of these data sets with
a constant is unsatisfactory, yielding χ2 = 213 and χ2 = 41 (14
degrees of freedom), respectively for the lag frequency and am-
plitude. To statistically assess whether the pairs of parameters are
correlated, we computed Spearman’s rank correlation coefficient,
ρ. The test yielded ρ ∼ −0.79 and 0.90, respectively for the ν lag and
τ parameters, both corresponding to a correlation with significance
!4σ (null-hypothesis probabilities of ∼4 × 10−4 and ∼5 × 10−6,
respectively), with the correlation between τ and BH mass being
the most significant.

It is worth noting that the lag profile in the large mass sources
is not well sampled, since the data are limited (at the lowest fre-
quencies) by the duration of the observations. Hence, we checked
whether the correlation still holds when considering these points
as upper/lower limits for the lag frequency/absolute amplitude, by
computing generalized Kendall’s rank correlation statistics for cen-
sored data sets (e.g. Isobe, Feigelson & Nelson 1986). Although
slightly lower, the significance of the correlation is still relatively
high (>3σ ).

Following Bianchi et al. (2009b), we applied a least squares
linear regression approach to derive constraints on the functional
dependence of ν lag and τ from MBH. To minimize the uncertainty
in the best-fitting model, we carried out 1000 Monte Carlo simula-
tions, whereby the x- and y-axis coordinates of each experimental
point were substituted by two random values drawn from two Gaus-
sian distributions with means equal to the coordinates of the data
point on each axis and the associated statistical uncertainty as stan-
dard deviation (see Bianchi et al. 2009b). Each simulated data set
was fitted in log–log space with a linear model. The mean of the
slopes and intercepts were used to define our best-fitting model,
while the mean standard deviation represents the uncertainty of
the best-fitting parameters. The results of the fits are Logν lag =
−3.50[±0.07] − 0.47[±0.09] Log(M7) and Log|τ | = 1.98[±0.08]
+ 0.59[±0.11]Log(M7), where M7 = MBH/107 M$. The estimated
scatter around the best-fitting model is σs ∼ 0.19 and 0.23, respec-
tively for the τ−MBH and νlag−MBH relations. The fit significantly
improves with respect to the fit with a constant model, yielding a
χ2 ∼ 66 and χ2 ∼ 17 (respectively for the lag frequency and ampli-

tude data sets) with the addition of one parameter (corresponding
to a !99.9 per cent F-test probability). It is worth noting that the
small scatter in the relation is consistent with being mostly due to
the uncertainty in BH mass determination, being of the same order
of the intrinsic scatter in reverberation mass estimates.

The best-fitting and the 1σ combined uncertainty on the model
parameters have been overplotted on the data in Fig. 4. We note that,
although statistically not consistent with a linear relation, the best-
fitting slopes increase and become consistent with linear scaling, if
the data from the larger mass objects are treated as upper/lower lim-
its for the lag frequency/absolute amplitude. Moreover, as pointed
out in Section 3.2, the simulations of the observed lag profile re-
vealed that red noise leakage plays a role in decreasing the intrinsic
amplitude of the lag at low frequencies, thus affecting mostly the
soft lag in high mass sources. A rough estimate yields a decreasing
factor of ∼2, with fluctuations depending on the shape of the PSD.
Indeed, this effect is less important in low mass sources, where the
amount of power below the lowest sampled frequency is smaller.
Overall, correcting the observed τ−MBH correlation for this bias
would result in a steeper (i.e. with best-fitting value of 0.72 ± 0.11)
function of BH mass.

Finally, we checked whether the lag time-scales exhibit some
dependence on the source X-ray luminosity between E = 2–10 keV
(see Fig. 5), but a less significant correlation was found (<3σ

and <2σ , respectively, for τ and ν lag), which further decreases
(<2σ ) when looking at the correlation with the bolometric lumi-
nosity (as computed using the correction factor by Marconi et al.
2004). These results support the hypothesis that the main parameter
driving the correlation is the BH mass.

Non-detections: we checked whether the absence of a
soft/negative lag in the remaining 17 sources may be real or due to
poor statistics. Hence, for each lag–frequency spectrum we recorded
the most negative-lag amplitude and its frequency in the interval
where the coherence is not consistent with zero. We collected a
total of 10 marginal soft lags with significance between 1–2σ and
7 with significance <1σ (examples are shown in Fig. 2, while de-
tails on the 17 sources are listed in Table 2). Results are shown
in left-hand panel of Fig. 6 (where, for brevity, only the τ−MBH

data points are displayed, overplotted on the 15 soft-lag detections
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Fig. 2 Relativistically-blurred reflection spectrum from an ionized disc compared with its
local (unblurred) counterpart, shown as a dashed line. The reflection spectrum typically has
3 characteristic parts: a soft excess, broad iron line and a Compton hump.

Vaughan & Edelson 2001), implying that reverberation was out of reach to
current instrumentation. A crucial measure for the detection of the effect
is the ratio of the number of detected photons to the light-crossing time of
the gravitational radius of the source. When considering this ratio, the typi-
cally higher brightness of stellar-mass black holes in Galactic X-ray binaries
(BHXRB) compared with AGN, does not compensate for the 105 or more fold
increase in light crossing time for the detection of reverberation lags. How-
ever, the detection of X-ray lags on significantly longer time-scales than the
light-crossing time was facilitated in X-ray binaries (XRB) by the enormous
number of cycles of variability (scaling inversely with black hole mass) that
could be combined using time-series techniques to yield a significant detection.

Lags from accreting stellar-mass black holes were first studied using Fourier
techniques in the X-ray binary system Cyg X-1 by Miyamoto et al. (1988), al-
though they had been observed earlier using less-powerful time-domain tech-
niques (Page 1985). The observed lags were hard, in that variations in hard
photons lagged those in soft photons, and time-scale dependent, in that the
time delay increases towards lower Fourier-frequencies (longer variability time-
scales). An example of the lag-frequency dependence in Cyg X-1 is shown in
Fig. 3. Crucially, the time lags can reach 0.1 s which is much larger than ex-
pected from reverberation unless the scattering region is thousands of rg in size.
Nevertheless some interpretations of those lags did invoke enormous scattering
regions and explained the spectral development in terms of Compton upscat-
tering: harder photons scatter around in a cloud for longer (Kazanas et al.

Blurred, ionized reflection (e.g. Ballantyne et al. 2001; Crummy et al. 
2006; Walton et al. 2013; Garcia et al. 2019,… )

Main Models I

The relativistic motion of the inner accretion 
flow blurs the sharp atomic features into the 
smooth shape of the soft excess 

Cons: Soft X-ray excess are observed in objects without broad Fe K line… 
Soft X not always correlated with hard X.…

Soft excess Broad iron 
line

Compton 
hump

relativistic

blurring

Uttley et al. (2014)



Main Models II

Cons: no clear origin of this warm corona… Fine tuning ( )…kTwc, τwc

P.-O. Petrucci et al.: Multiwavelength campaign on Mrk 509 XII. Broad band spectral analysis.

Obs Γwc kTwc τwc kThc yhc τhc Tbb,wc Tbb,hc Npexmon χ2/dof
(keV) (keV) (eV) (eV) (× 10−3)

Total 2.595+0.005
−0.005 0.56+0.02

−0.02 18.4+0.3
−0.4 123+5

−6 0.63+0.01
−0.01 0.65+0.01

−0.01 3.4+0.1
−0.1 100+1

−1 2.9 1387/690
Obs 1 2.56+0.03

−0.01 0.48+0.07
−0.04 20.3+1.1

−0.1 102+31
−10 0.63+0.06

−0.01 0.89+0.10
−0.03 2.6+0.2

−0.1 97+13
−7 (f) 396/415

Obs 2 2.55+0.01
−0.01 0.54+0.06

−0.06 19.3+0.7
−1.5 122+18

−17 0.63+0.02
−0.02 0.66+0.03

−0.08 2.7+0.2
−0.1 95+1

−2 (f) 510/415
Obs 3 2.53+0.01

−0.01 0.54+0.04
−0.06 19.3+1.2

−0.4 120+8
−19 0.60+0.02

−0.02 0.65+0.07
−0.01 2.9+0.2

−0.1 108+1
−2 (f) 501/415

Obs 4 2.60+0.01
−0.01 0.56+0.05

−0.04 17.1+2.1
−0.1 164+18

−15 0.54+0.02
−0.01 0.42+0.02

−0.03 3.2+0.1
−0.5 102+1

−2 (f) 500/415
Obs 5 2.57+0.01

−0.01 0.50+0.03
−0.03 19.8+1.4

−1.5 141+11
−13 0.51+0.01

−0.01 0.46+0.02
−0.03 3.3+0.2

−0.3 105+1
−1 (f) 467/415

Obs 6 2.54+0.03
−0.01 0.59+0.04

−0.08 18.5+1.4
−2.5 108+8

−21 0.66+0.03
−0.04 0.78+0.08

−0.03 2.9+0.1
−0.2 116+2

−2 (f) 518/415
Obs 7 2.54+0.01

−0.01 0.54+0.05
−0.08 19.0+1.3

−0.8 119+13
−20 0.60+0.02

−0.03 0.67+0.07
−0.02 2.9+0.4

−0.2 104+1
−2 (f) 513/415

Obs 8 2.52+0.02
−0.01 0.52+0.07

−0.03 20.0+3.2
−0.9 78+13

−10 0.64+0.05
−0.02 1.05+0.09

−0.12 2.6+0.2
−0.1 114+2

−3 (f) 494/415
Obs 9 2.55+0.02

−0.01 0.49+0.04
−0.04 20.2+0.1

−1.4 115+9
−16 0.60+0.02

−0.02 0.67+0.08
−0.02 3.0+0.1

−0.2 100+2
−1 (f) 450/415

Obs 10 2.53+0.01
−0.01 0.53+0.05

−0.05 19.7+1.2
−0.9 102+12

−12 0.67+0.03
−0.03 0.84+0.04

−0.05 2.6+0.3
−0.2 108+1

−4 (f) 409/415

Table 2. Best fit parameters of the total spectrum and the different observations using the comptonisation model compps for the
primary continuum and nthcomp for the UV-soft X-rays. The optical depth τwc of the warm corona is estimated from eqpair
fits (see App. A).

Fig. 5. Unfolded best fit model of the total data spectrum us-
ing a thermal comptonisation component (compps in xspec) for
the primary continuum. The data are the black crosses. The
solid black line is the best fit model including all absorption
(WA and Galactic). The dashed lines correspond to the differ-
ent spectral components (hot and warm corona emission as well
as the reflection produced by pexmon) including the effects of
absorptions while the dotted line are absorption free.

5.2.3. The total spectrum

First, we assume the same soft-photon temperatures for
the two comptonisation models i.e. Tbb,hc=Tbb,wc. The fit
is very bad with χ2/dof =8850/691 and the data/model
ratio shows several features in the X-rays. Relaxing
the constrain of equal soft temperatures between the
two plasmas enables us to reach a much better fit with
χ2/dof =1387/690. The corresponding best-fit parameter
values are reported in the first row of Tab. 2. We have
plotted in Fig. 5 the corresponding unfolded best-fit
model. The data are the black crosses and the best-fit
model is plotted in black solid line. The different spectral
components, without the effects of absorption, are plotted
in gray dotted lines. The absorbed components are plotted
in gray dashed lines.

The two plasmas have clearly different characteristics.
The warm corona is optically thick with τwc∼20, a temper-
ature kTwc of the order of 600 eV and a soft-photon tem-
perature Tbb,wc ∼3 eV. On the contrary the hot corona is
optically thin τhc∼0.6, with a temperature kThc of about
100 keV and a soft-photon temperature Tbb,hc∼100 eV.

In this model, the optical/UV data are entirely fitted
by the low-energy part of the warm plasma emission
(see Fig. 5). The soft-photon bump of the hot corona,
instead, peaks in the soft X-ray range and contributes
to the soft X-ray excess. The soft-photon temperature
of ∼100 eV suggests that the hot corona is localized
in the inner region of the accretion flow compared to
the warm corona. Note however that a 100 eV temper-
ature is large for a ”standard” accretion disk around a
∼ 108 M" black hole. This point is discussed in Sect. 6.2.1.

The value of 100 keV for the hot corona temperature
is not incompatible with the lower limit on the high-energy
cut-off Ec >200 keV obtained when fitting with a cut-off
power law shape for the primary continuum (see Sect. 5.1).
Indeed, as said in the introduction, the cut-off spectral
shape of a comptonisation spectrum differs from an expo-
nential cut-off and, roughly speaking, Ec is generally about
a factor 2 or 3 larger than the ”real” corona temperature.
Thus Ec > 200 keV agrees with a corona temperature of
∼100 keV.

However the fit of the total spectrum is still statistically
not acceptable, with the presence of strong features in the
data/model ratio, especially in the soft X-rays. The FUSE
points are also slightly below the best fit model (see Fig.
5). A possible reason for these discrepancies, given that the
fits are reasonably good for each individual observation (see
next section), could be the source spectral variability. The
total spectrum is then a mix of different spectral states
which cannot be easily fit with ”steady-state” components.

5.2.4. Individual observations

We repeat the same fitting procedure for the 10 different
observations, letting Tbb,hc and Tbb,wc free to vary indepen-
dently. Like in Sect. 5.1.2, the pexmon normalization is
fixed to the best-fit value obtained with the total spectrum.
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P.-O. Petrucci et al.: Multiwavelength campaign on Mrk 509 XII. Broad band spectral analysis.

Fig. 5. Unfolded best-fit model of the total data spectrum using
a thermal Comptonization component (compps in xspec) for
the primary continuum. The data are the black crosses. The solid
black line is the best-fit model including all absorption (WA and
Galactic). The dashed lines correspond to the different spectral
components, hot (in red) and warm (in blue) corona emission as
well as the reflection (magenta) produced by pexmon including
the effects of absorptions, while the dotted line are absorption
free.

to include the COS and FUSE data in our spectral analysis.

5.2.3. The total spectrum

First, we assume the same soft-photon temperatures
for the two Comptonization models, i.e., Tbb,hc=Tbb,wc.
The fit is very bad with χ2/dof =8850/691, and the
data/model ratio shows several features in the X-rays.
Relaxing the constraint of equal soft temperatures between
the two plasmas enables us to reach a much better fit with
χ2/dof =1387/690. The corresponding best-fit parameter
values are reported in the first row of Table 2. We have
plotted in Fig. 5 the corresponding unfolded best-fit model.

The two plasmas clearly have different characteristics.
The warm corona is optically thick with τwc∼20, a tem-
perature kTwc on the order of 600 eV and a soft-photon
temperature Tbb,wc ∼3 eV. In contrast, the hot corona is
optically thin τhc∼0.6, with a temperature kThc of about
100 keV and a soft-photon temperature Tbb,hc∼100 eV.

In this model, the optical/UV data are entirely fitted
by the low-energy part of the warm plasma emission (see
Fig. 5). The soft-photon bump of the hot corona, instead,
peaks in the soft X-ray range and contributes to the soft
X-ray excess. The soft-photon temperature of ∼100 eV
suggests that the hot corona is localized in the inner
region of the accretion flow compared to the warm corona;
however, a 100 eV temperature is large for a “standard”
accretion disk around a ∼ 108 M" black hole. This point
is discussed in Sect. 6.2.1.

The value of 100 keV for the hot corona temperature
is compatible with the lower limit on the high-energy
cut-off Ec >200 keV obtained when fitting with a cut-off
power-law shape for the primary continuum (see Sect. 5.1).
Indeed, as said in the introduction, the cut-off spectral

shape of a Comptonization spectrum differs from an expo-
nential cut-off and, roughly speaking, Ec is generally about
a factor 2 or 3 larger than the “real” corona temperature.
Thus Ec > 200 keV agrees with a corona temperature of
∼100 keV.

The fit of the total spectrum is still statistically not
acceptable, however, with the presence of strong features
in the data/model ratio, especially in the soft X-rays. The
FUSE points are also slightly below the best-fit model (see
Fig. 5). A possible reason for these discrepancies, given that
the fits are reasonably good for each individual observation
(see next section), could be the source spectral variability.
The total spectrum is then a mix of different spectral states
that cannot be easily fit with “steady-state” components.

5.2.4. Individual observations

We repeated the same fitting procedure for the ten different
observations, letting Tbb,hc and Tbb,wc free to vary inde-
pendently. As in Sect. 5.1.2, the pexmon normalization is
fixed to the best-fit value obtained with the total spectrum.
The best-fit parameters for each pointing are reported in
Table 2. The 90% contour plots of the temperature vs. the
optical depth are plotted in Fig. 6 for both coronae and for
the ten observations. The errors reported in Table 2 are
computed from these contour plots and not from the error
command of xspec. Indeed, the shape of the χ2 surface
is relatively complex for the models used, and confidence
intervals are found better by determining the locus of
constant ∆χ2 than by the use of the error command.

The time evolutions of the different best-fit parameters
are plotted in Fig. 7. For each parameter we have overplot-
ted their weighted average value with the corresponding
±1σ uncertainties. All the light curves are inconsistent
with a constant at more than 99% confidence except for the
temperature, optical depth, and soft photon temperature
of the warm corona.

5.2.5. Heating and cooling

We call Ltot the total corona luminosity and Ls the
intercepted soft-photon luminosity, i.e., the part of the
soft-photon luminosity emitted by the cold phase that
effectively enters and cools the corona. The difference
Ltot − Ls then corresponds to the intrinsic heating power
provided by the corona to comptonize the seed’s soft
photons. The ratio Ltot/Ls is called the Compton amplifi-
cation ratio.

From our best fits obtained for each observation, we can
estimate the seed’s soft-photon luminosity Ls that enters
both coronae. Indeed, the number of photons is conserved in
the Comptonization process. Consequently, from the num-
ber of photons measured in our nthcomp and compps
model components and the temperature of the soft-photon
field, we can deduce (assuming a multicolor-disk distribu-
tion) the corresponding soft-photon luminosity that crosses
and cools each corona (see App. B). In this reasoning, we
assume that no extra component participates in the ob-
served opt-UV emission apart the Comptonization spectra.
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Two-coronae model (e.g. Magdziarzk et al. 1998, Jin et al. 2012, Done et 
al. 2012; Petrucci et al. 2013, 2018; Matt et al. 2014; Porquet et al. 2018; 
Ursini et al. 2018; Middei et al. 2019, …)
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A 2nd corona covers part of the 
accretion flow and comptonized the UV 
emission to the soft X-rays



Petrucci et al. (2018)
Jin et al. (2012)

Fabian et al. 
(2015)

Testing the Two-Coronae Model

• A “warm” corona (kT~1 keV, tau~10-30) to fit the UV to soft X-ray emission
• A “hot” corona (kT~100 keV, tau~1) to fit the hard X-ray emission

From Thermal 
Comptonisation physics 

τ(Γ, kT )

𝝉 contours

Warm corona

Hot corona
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Testing the Two-Coronae Model

• A “warm” corona, where most of the accretion power is released, 
covering a non-dissipative disk 
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Numerical Simulations
• Photo-ionization code TITAN + Monte 

Carlo code NOAR Dumont et al. (2003) X-ray power law 
(𝚪, ξx) 

See also Ballantyne (2020),  Ballantyne & Xiang 
(2020) using the Ross Code

A&A 580, A77 (2015)
DOI: 10.1051/0004-6361/201526288
c� ESO 2015

Astronomy
&Astrophysics

Warm and optically thick dissipative coronae above accretion disks
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ABSTRACT

Context. In past years, several observations of AGN and X-ray binaries suggested the existence of a warm (T ⇠ 0.5�1 keV) and
optically thick (⌧cor ⇠ 10�20) corona covering the inner parts of the accretion disk. These properties are directly derived from spectral
fitting in UV to soft-X-rays using Comptonization models. However, whether such a medium can be both in radiative and hydrostatic
equilibrium with an accretion disk is still uncertain.
Aims. We investigate the properties of such warm, optically thick coronae and put constraints on their existence.
Methods. We solve the radiative transfer equation for grey atmosphere analytically in a pure scattering medium, including local
dissipation as an additional heating term in the warm corona. The temperature profile of the warm corona is calculated assuming that
it is cooled by Compton scattering, with the underlying dissipative disk providing photons to the corona.
Results. Our analytic calculations show that a dissipative thick corona (⌧cor in the range 10–12) on top of a standard accretion disk can
reach temperatures of the order of 0.5–1 keV in its upper layers provided that the disk is passive. However, in the absence of strong
magnetic fields, the requirement of a Compton cooled corona in hydrostatic equilibrium in the vertical direction sets an upper limit
on the Thomson optical depth ⌧cor . 5. We show that this value cannot be exceeded independently of the accretion disk parameters.
However, magnetic pressure can extend this result to larger optical depths. Namely, a dissipative corona might have an optical depth
up to ⇠20 when the magnetic pressure is 100 times higher than the gas pressure.
Conclusions. The observation of warm coronae with Thomson depth larger than '5 puts tight constraints on the physics of the
accretion disk/corona systems and requires either strong magnetic fields or vertical outflows to stabilize the system.

Key words. radiative transfer – scattering – methods: analytical – accretion, accretion disks

1. Introduction

Many successful models of the broadband spectra of accreting
black holes contain a contribution from a moderately hot, opti-
cally thick layer on top of the relatively colder accretion disk.
Such a layer is frequently postulated when the broadband spec-
trum of an accreting system resembles a power law in the soft
X-ray band, with the photon index above 2.

Postulating an optically thick hotter medium sandwiching
the colder disk inside is in apparent conflict with the results for
the radiative transfer in the di↵usion approximation. The clas-
sical Eddington approximation of the radiative transfer in di↵u-
sion approximation shows that the temperature decreases mono-
tonically from the interior towards the surface of an atmosphere
(Mihalas 1978). Therefore, the existence of the optically thick
corona above the cooler disk interior seems unphysical (Ebisawa
et al. 2003). A temperature inversion is usually only obtained in
the optically thin zone, where the di↵usion approximation does
not apply. The best example is the solar corona. Thus, the ques-
tion arises of whether the cold disk would heat up to reach the
same temperature as the optically thick part of the corona.

In this paper, we address this question using a very simple
analytical model. We consider the vertical structure of the ac-
cretion disk/corona that is shown in Fig. 1, and investigate the

Warm corona

Non dissipative disk atmosphere

Disk deeper layers

0-

-

-

Optical 
depth

�cor

Q(�)

105 FDisk

Fig. 1. Dissipative slab corona on top of the non-dissipative atmosphere
of the accretion disk.

radiative and pressure equilibrium of the upper layers of the ac-
cretion flow as a function of the fraction of the accretion power
that is dissipated in the corona. We show that the disk embed-
ded in the hotter optically thick medium does not actually heat
up much more than in the case of an optically thin surround-
ing corona discussed in basic papers such as Haardt & Maraschi
(1993) and Svensson & Zdziarski (1994). We check conditions
for which an optically thick, Compton cooled zone can exist in
hydrostatic equilibrium with a specified underlying colder disk.
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Fig. 3. Left: same map as in Fig. 2 but with the contours of the logarithm of the vertical average coronal temperature (in Kelvin, blue solid line)
and the contours of the photon indices of the output spectrum produced by the corona (black dot-dashed lines). The other parameters are fixed
to Tbb = 105 K, ⇠0 = 103 erg s�1 cm, and nH = 1012 cm�3. Similarly to Fig. 2 the green line corresponds to the condition � = 1. The darkened
area corresponds to the usual observational constraints of the temperature (0.1–2 keV) and photon index (2.2–3.2) of the soft X-ray excess. Right:

vertical coronal temperature profiles for ⌧cor = 20 and � = 1.35 and 0.753. The corresponding average temperatures Tavg =
1
⌧cor

Z ⌧cor

0
T (⌧)d⌧ are

indicated for each temperature profile.

These figures show that for large Tbb or low nH or ⇠0, the
temperature and the spectral photon index of the warm corona
emission are almost insensitive to these parameters. In the case
shown here, that is, ⌧cor = 20, this corresponds to Tbb > 105 K,
nH < 1012 cm�3 or ⇠0 < 104. In this region of the parameter
space, the properties of the warm corona are mainly driven by
�. However, for smaller Tbb or larger density, nH, or ionization
parameter, ⇠0 , the radiative and spectral properties of the corona
depend significantly on these parameter values. The background
colors in Fig. 5 correspond to the Compton-cooling-to-corona-
heating ratio pcompt/qh, whose color scale is reported on the right
of the figure.

The dependencies of the corona emission spectral shape on
Tbb and nH can be explained by the properties of the Comp-
tonization process in an environment in radiative equilibrium.
At low density or high disk temperature, our simulations show
that the corona emission is dominated by Comptonization. In
this case, as long as the heating over cooling of the warm corona
remains constant, no significant spectral variability is expected.
The corona heating is directly related to the sum of the internal
heating Q and the illumination ⇠0 while the cooling is related to
B = �T

4
bb. They are all related to one another through the net

flux crossing the base of the corona (see Eq. (10)). As long as
the illumination is negligible with respect to warm corona inter-
nal heating power, a constant � implies a constant heating-to-
cooling ratio and the warm corona temperature is not expected to
change. The warm corona optical depth being fixed, the spectral
shape of the warm corona emission remains roughly constant.
This is very similar to the constancy of the spectral shape of
the emission from a hot optically thin corona in radiative equi-
librium with the surrounding soft photon field (e.g., Haardt &
Maraschi 1991; Haardt 1993; Petrucci et al. 2000; Tortosa et al.
2018).

However, for densities larger than ⇠1012 cm�3 and disk tem-
peratures lower than ⇠105 K, the dependence on these parame-
ters becomes important. This is due to the fact that in this part
of the parameter space, the corona radiative processes are less
dominated by Comptonization, either because the soft seed pho-
ton flux decreases (at low Tbb) or the free-free and bound-free
processes increase (at high density) through their dependence on
the density squared. The previous discussion in terms of radia-
tive equilibrium no longer holds. At constant �, decreasing Tbb
or increasing nH results in a decrease of the temperature and a
steepening of the warm corona spectrum. These conditions are
thus less favorable to producing spectra that could reach the soft
X-ray band and produce a significant soft X-ray excess.

The dependence of the spectral shape and temperature of the
warm corona on the ionization parameter ⇠0 is quite di↵erent.
The spectral shape and temperature are almost independent of
⇠0 unless this latter becomes larger than a few 104 erg s�1 cm.
While for such values of ⇠0, the warm corona is dominated by
Compton cooling, the spectral shape (photon index and temper-
ature) varies with ⇠0 and the lower the � the larger the variation.
In fact, increasing ⇠0 increases the heating of the corona which
is not compensated by a similar increase of the cooling given
the small fraction of the illumination flux that reaches the disk
(because of the large corona optical depth) and is reprocessed
there. At constant �, this implies an increase of the warm corona
temperature and a hardening of the spectra. This is interesting
because it shows that even for small �, the warm corona can pro-
duce spectra in agreement with the soft X-ray excess spectral
properties if the illumination is strong enough.

Since the spectral shape and temperature of the warm corona
vary in a similar way for opposite variations of the illumination
and the density, an increase of the illumination could attenuate
any e↵ects seen in the spectral shape caused by an increase in
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Fig. 2. Left: Map of the average Compton cooling
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to the warm corona heating (qh) ratio in the �-⌧cor plane, with

� being defined by Eq. 12. The color scale on the right ranges from 20 (black) to 100% (white). The other parameters are fixed to Tbb = 105

K, ⇠0 = 103 erg s�1 cm, and nH = 1012 cm�3. The solid green line refers to �=1, that is, the case of radiative equilibrium between a corona
and a nondissipative disk that it covers entirely; it divides the �-⌧cor into two regions that can be characterized by di↵erent radiative equilibrium
properties (see Sect. 2). The region above the green line, that is, � > 1, agrees with a nondissipative disk covered by a patchy corona. The dashed
lines correspond to di↵erent values of the corona covering factor from 0.95 to 0.40 (see Eq. 21 in Appendix). The region below the green line,
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indicated in the left panel with either a ”+” or an ”x”, respectively.

For the purpose of this paper we consider a warm constant-
density corona and an illumination from above, normal to the
disk2. The computational pipeline that we built runs titan with
di↵erent values of the following parameters: gas density nH in
the range [109–1014] cm�3, total optical depth ⌧cor in the range
[2–40], local heating rate qh in the range [10�23–10�19] erg s�1

cm3, ionization parameter ⇠0 of the “top” side illumination3 (as-
suming a power law with spectral photon index of 1.8 in the
energy range 50 eV-100 keV) in the range [10–3.105] erg s�1 cm
and illumination black-body temperature Tbb on the “disk” side
in the range [3.104–106] K. We emphasize that the ionization pa-
rameter ⇠0 is directly linked to the flux of the incoming radiation
at the surface of the slab, but titan takes also into account the
spectral shape of this incoming radiation in the radiative trans-
fer computation. The mechanical heating rate qh is supposed to
be uniform throughout the entire slab. It is related to the heating
power per unit optical depth and solid angle Q defined in Sect.
2:

qh = 4⇡Q�T/nH. (11)

2 We do not expect the e↵ects of anisotropy of the illumination to
have a significant influence on the thermal structure of the warm corona
(which is the main goal of this publication). Indeed, after a few ⌧, these
anisotropy e↵ects will be spread out by the multiple photon scatterings.

3 By definition ⇠0 = Fillum/nH with Fillum the illuminating flux im-
pinging on the slab surface (see Fig. 1)

titan computes the ionization and temperature structure of
the slab. We then use this structure to run noar in order to simu-
late the e↵ects of photon energy shifts due to Comptonization.
We run noar twice: once illuminating the slab by the power law,
and then invert the structure and illuminate it with a black-body
SED in order to simulate the soft flux from the disk below the
corona. We then normalize the obtained spectra from photons to
physical unit by correlating them with titan. In this way, despite
two independent runs of noar, we can obtain the combined
spectrum of reflection and soft Comptonization or either of the
components separately. In the end, the final spectra are analyzed
to extract the values shown in the maps.

We performed hundreds of simulations varying the five pa-
rameters nH, ⌧cor, qh, ⇠0 and Tbb. For each simulation, we can
compute the value of � given by (see Eq. 8 and 10):

� =
⌧corQ

B

4+3⌧cor
+ ⌧corQ

2

. (12)

Some of these simulations did not converge in some part of the
parameter space. The true reason for this is not clear yet. The
matter on the back side of the cloud can become too cool and
too optically thick, below the actual limitations of the titan code.
However, this lack of convergence could also be linked to ther-
mal instabilities that could exist at large ⌧. While it is not a prob-
lem that is simple to understand and solve, it has no impact on

4
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Fig. 4. Two examples of simulated spectra emitted by the warm corona
for ⌧cor = 20 and two di↵erent values of � : 1.35 (red) and 0.753 (blue).
The best fit values for the photon index and high-energy cut-o↵ when
the spectra are fitted with a high-energy exponential cut-o↵ power law
are indicated in the figure. The simulation corresponding to the red spec-
trum is represented by the “x” in Fig. 3 and is in the parameter space
which agrees with the spectral shape of the soft X-ray excess. On the
contrary, the simulation corresponding to the blue spectrum is repre-
sented by the “+” in Fig. 3 and has a much steeper spectrum compared
to the usual values of the soft X-ray excess. We also report in black the
corresponding black-body spectrum emitted by the disk at the bottom
of the warm corona.

density. To verify this hypothesis, Fig. 6 shows a map of the
spectral photon index in the ⇠0–nH plane. Simulations with large
density (>1014 cm�3) can indeed produce spectra with the correct
spectral photon index (i.e., in the range [2.2–3.2]) for a large
ionization parameter of the illumination (⇠0 larger than a few
104 erg s�1 cm). In this region of the parameter space, the spectral
photon index is also relatively dependent on ⇠0.

3.3. Emission and/or absorption lines

As mentioned above, in the region of the parameter space which
agrees with the observational constraint of the soft X-ray excess
(dark area in Fig. 3-left), Comptonization is the dominant cool-
ing process. This is of course directly related to the assumed
extra heating Q which keeps the corona temperature high enough
and strongly weakens the cooling due to free-free or line emis-
sion. This also means that the presence of emission and/or
absorption features in the output spectrum is expected to be
small. Figure 7 shows the ionization fraction of iron and oxygen
for ⌧cor = 20 and � = 0.753 and 1.35. A large fraction of iron
is fully ionized at the corona surface (⇠30% for � = 0.753 and
>70% for � = 1.35). Therefore, ionized iron lines are potentially
expected, but only around 7 keV and certainly not in the soft
X-rays. Correspondingly, oxygen is always fully ionized very
deep inside the corona (up to ⌧ = 5 for � = 0.753 but in the
entire corona for � = 1.35). There is no chance for line emission
to get out of the corona without being completely smeared by
Comptonization e↵ects. This confirms that no lines are expected
from this element and we have checked that this is the case for

all the other elements, especially those producing lines below
2 keV (e.g., silicon, magnesium). In conclusion, the spectra
presented in Fig. 4 do not show any strong emission and/or
absorption features in the energy range where soft X-ray excess
is observed.

4. Discussion

4.1. Brief summary

Here we used the state-of-the-art radiative transfer code titan
coupled with the Monte Carlo code noar to simulate the phys-
ical and radiative properties of optically thick and dissipative
coronae for di↵erent sets of optical depth, density, and inter-
nal heating power. We also assumed illumination from above by
X-rays, characterized by the ionization parameter ⇠0, and from
below by an optically thick accretion disk radiating as a black
body with a temperature of Tbb. The simulations included all the
relevant cooling and heating processes. The vertical temperature
profile of the corona was computed assuming radiative equilib-
rium and the total emitting spectrum (continuum and emitting
and/or absorbing features) was produced.

We show that, in a large part of the parameter space, Comp-
ton scattering is the dominant cooling process which balances
the internal heating power of the corona. Moreover, there is a
region of the parameter space where warm (kT in 0.1–2 keV)
and optically thick (⌧ ⇠ 20) coronae produce spectra in agree-
ment with the observed soft X-ray excess spectral shape. No
strong emission and/or absorption features are observed. This
region of the parameter space is also consistent with a slightly
patchy corona (covering factor between 0.9 and 1) in radiative
equilibrium above a non-dissipative accretion disk, all the power
being released in the warm corona. These results are in very good
agreement with the physical constraints obtained from the fit of
the soft X-ray excess with warm Comptonization model (e.g.,
P13, P18) and with the theoretical estimates made by R15. How-
ever, our more accurate and more physical simulations di↵er sig-
nificantly from the ones done by García et al. (2019), where
some fundamental ingredients (like the corona internal heating
power) were not included. Our results show that a warm and
optically thick corona can indeed explain the soft X-ray excess,
provided that such coronal heating is allowed.

4.2. An accretion disk and two powerful coronae to explain

the broad-band spectral emission of radio-quiet AGNs

The results of our analysis crucially depend on the assumption
that internal heating power is released in the warm corona up to
large optical depth (⌧ > 10). Indeed, if Q goes to zero, the equa-
tions shown in Sect. 2 reduce to the standard radiative profiles
of gray atmospheres. On the other hand, the radiative proper-
ties of the warm corona are directly related to the conditions of
radiative equilibrium with the accretion disk. A powerful warm
corona almost entirely covering a nondissipative disk will natu-
rally produce spectra in agreement with the observed soft X-ray
excess spectral properties.

This is very similar to the case of the hot corona that
produces the hard X-ray (above ⇠2 keV) emission in radio-
quiet AGNs. This hot corona is also believed to be dominated
by Comptonization and to have its own local heating (e.g.,
Merloni & Fabian 2001). Furthermore, its radiative properties
are strongly constrained by its radiative equilibrium with the
surrounding colder regions, which are sources of soft seed pho-
tons (e.g., Haardt & Maraschi 1991, 1993; Haardt et al. 1997).
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Fig. 4. Two examples of simulated spectra emitted by the warm corona
for ⌧cor = 20 and two di↵erent values of � : 1.35 (red) and 0.753 (blue).
The best fit values for the photon index and high-energy cut-o↵ when
the spectra are fitted with a high-energy exponential cut-o↵ power law
are indicated in the figure. The simulation corresponding to the red spec-
trum is represented by the “x” in Fig. 3 and is in the parameter space
which agrees with the spectral shape of the soft X-ray excess. On the
contrary, the simulation corresponding to the blue spectrum is repre-
sented by the “+” in Fig. 3 and has a much steeper spectrum compared
to the usual values of the soft X-ray excess. We also report in black the
corresponding black-body spectrum emitted by the disk at the bottom
of the warm corona.

density. To verify this hypothesis, Fig. 6 shows a map of the
spectral photon index in the ⇠0–nH plane. Simulations with large
density (>1014 cm�3) can indeed produce spectra with the correct
spectral photon index (i.e., in the range [2.2–3.2]) for a large
ionization parameter of the illumination (⇠0 larger than a few
104 erg s�1 cm). In this region of the parameter space, the spectral
photon index is also relatively dependent on ⇠0.

3.3. Emission and/or absorption lines

As mentioned above, in the region of the parameter space which
agrees with the observational constraint of the soft X-ray excess
(dark area in Fig. 3-left), Comptonization is the dominant cool-
ing process. This is of course directly related to the assumed
extra heating Q which keeps the corona temperature high enough
and strongly weakens the cooling due to free-free or line emis-
sion. This also means that the presence of emission and/or
absorption features in the output spectrum is expected to be
small. Figure 7 shows the ionization fraction of iron and oxygen
for ⌧cor = 20 and � = 0.753 and 1.35. A large fraction of iron
is fully ionized at the corona surface (⇠30% for � = 0.753 and
>70% for � = 1.35). Therefore, ionized iron lines are potentially
expected, but only around 7 keV and certainly not in the soft
X-rays. Correspondingly, oxygen is always fully ionized very
deep inside the corona (up to ⌧ = 5 for � = 0.753 but in the
entire corona for � = 1.35). There is no chance for line emission
to get out of the corona without being completely smeared by
Comptonization e↵ects. This confirms that no lines are expected
from this element and we have checked that this is the case for

all the other elements, especially those producing lines below
2 keV (e.g., silicon, magnesium). In conclusion, the spectra
presented in Fig. 4 do not show any strong emission and/or
absorption features in the energy range where soft X-ray excess
is observed.

4. Discussion

4.1. Brief summary

Here we used the state-of-the-art radiative transfer code titan
coupled with the Monte Carlo code noar to simulate the phys-
ical and radiative properties of optically thick and dissipative
coronae for di↵erent sets of optical depth, density, and inter-
nal heating power. We also assumed illumination from above by
X-rays, characterized by the ionization parameter ⇠0, and from
below by an optically thick accretion disk radiating as a black
body with a temperature of Tbb. The simulations included all the
relevant cooling and heating processes. The vertical temperature
profile of the corona was computed assuming radiative equilib-
rium and the total emitting spectrum (continuum and emitting
and/or absorbing features) was produced.

We show that, in a large part of the parameter space, Comp-
ton scattering is the dominant cooling process which balances
the internal heating power of the corona. Moreover, there is a
region of the parameter space where warm (kT in 0.1–2 keV)
and optically thick (⌧ ⇠ 20) coronae produce spectra in agree-
ment with the observed soft X-ray excess spectral shape. No
strong emission and/or absorption features are observed. This
region of the parameter space is also consistent with a slightly
patchy corona (covering factor between 0.9 and 1) in radiative
equilibrium above a non-dissipative accretion disk, all the power
being released in the warm corona. These results are in very good
agreement with the physical constraints obtained from the fit of
the soft X-ray excess with warm Comptonization model (e.g.,
P13, P18) and with the theoretical estimates made by R15. How-
ever, our more accurate and more physical simulations di↵er sig-
nificantly from the ones done by García et al. (2019), where
some fundamental ingredients (like the corona internal heating
power) were not included. Our results show that a warm and
optically thick corona can indeed explain the soft X-ray excess,
provided that such coronal heating is allowed.

4.2. An accretion disk and two powerful coronae to explain

the broad-band spectral emission of radio-quiet AGNs

The results of our analysis crucially depend on the assumption
that internal heating power is released in the warm corona up to
large optical depth (⌧ > 10). Indeed, if Q goes to zero, the equa-
tions shown in Sect. 2 reduce to the standard radiative profiles
of gray atmospheres. On the other hand, the radiative proper-
ties of the warm corona are directly related to the conditions of
radiative equilibrium with the accretion disk. A powerful warm
corona almost entirely covering a nondissipative disk will natu-
rally produce spectra in agreement with the observed soft X-ray
excess spectral properties.

This is very similar to the case of the hot corona that
produces the hard X-ray (above ⇠2 keV) emission in radio-
quiet AGNs. This hot corona is also believed to be dominated
by Comptonization and to have its own local heating (e.g.,
Merloni & Fabian 2001). Furthermore, its radiative properties
are strongly constrained by its radiative equilibrium with the
surrounding colder regions, which are sources of soft seed pho-
tons (e.g., Haardt & Maraschi 1991, 1993; Haardt et al. 1997).
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Fig. 4. Two examples of simulated spectra emitted by the warm corona
for ⌧cor = 20 and two di↵erent values of � : 1.35 (red) and 0.753 (blue).
The best fit values for the photon index and high-energy cut-o↵ when
the spectra are fitted with a high-energy exponential cut-o↵ power law
are indicated in the figure. The simulation corresponding to the red spec-
trum is represented by the “x” in Fig. 3 and is in the parameter space
which agrees with the spectral shape of the soft X-ray excess. On the
contrary, the simulation corresponding to the blue spectrum is repre-
sented by the “+” in Fig. 3 and has a much steeper spectrum compared
to the usual values of the soft X-ray excess. We also report in black the
corresponding black-body spectrum emitted by the disk at the bottom
of the warm corona.
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spectral photon index in the ⇠0–nH plane. Simulations with large
density (>1014 cm�3) can indeed produce spectra with the correct
spectral photon index (i.e., in the range [2.2–3.2]) for a large
ionization parameter of the illumination (⇠0 larger than a few
104 erg s�1 cm). In this region of the parameter space, the spectral
photon index is also relatively dependent on ⇠0.

3.3. Emission and/or absorption lines

As mentioned above, in the region of the parameter space which
agrees with the observational constraint of the soft X-ray excess
(dark area in Fig. 3-left), Comptonization is the dominant cool-
ing process. This is of course directly related to the assumed
extra heating Q which keeps the corona temperature high enough
and strongly weakens the cooling due to free-free or line emis-
sion. This also means that the presence of emission and/or
absorption features in the output spectrum is expected to be
small. Figure 7 shows the ionization fraction of iron and oxygen
for ⌧cor = 20 and � = 0.753 and 1.35. A large fraction of iron
is fully ionized at the corona surface (⇠30% for � = 0.753 and
>70% for � = 1.35). Therefore, ionized iron lines are potentially
expected, but only around 7 keV and certainly not in the soft
X-rays. Correspondingly, oxygen is always fully ionized very
deep inside the corona (up to ⌧ = 5 for � = 0.753 but in the
entire corona for � = 1.35). There is no chance for line emission
to get out of the corona without being completely smeared by
Comptonization e↵ects. This confirms that no lines are expected
from this element and we have checked that this is the case for

all the other elements, especially those producing lines below
2 keV (e.g., silicon, magnesium). In conclusion, the spectra
presented in Fig. 4 do not show any strong emission and/or
absorption features in the energy range where soft X-ray excess
is observed.

4. Discussion

4.1. Brief summary

Here we used the state-of-the-art radiative transfer code titan
coupled with the Monte Carlo code noar to simulate the phys-
ical and radiative properties of optically thick and dissipative
coronae for di↵erent sets of optical depth, density, and inter-
nal heating power. We also assumed illumination from above by
X-rays, characterized by the ionization parameter ⇠0, and from
below by an optically thick accretion disk radiating as a black
body with a temperature of Tbb. The simulations included all the
relevant cooling and heating processes. The vertical temperature
profile of the corona was computed assuming radiative equilib-
rium and the total emitting spectrum (continuum and emitting
and/or absorbing features) was produced.

We show that, in a large part of the parameter space, Comp-
ton scattering is the dominant cooling process which balances
the internal heating power of the corona. Moreover, there is a
region of the parameter space where warm (kT in 0.1–2 keV)
and optically thick (⌧ ⇠ 20) coronae produce spectra in agree-
ment with the observed soft X-ray excess spectral shape. No
strong emission and/or absorption features are observed. This
region of the parameter space is also consistent with a slightly
patchy corona (covering factor between 0.9 and 1) in radiative
equilibrium above a non-dissipative accretion disk, all the power
being released in the warm corona. These results are in very good
agreement with the physical constraints obtained from the fit of
the soft X-ray excess with warm Comptonization model (e.g.,
P13, P18) and with the theoretical estimates made by R15. How-
ever, our more accurate and more physical simulations di↵er sig-
nificantly from the ones done by García et al. (2019), where
some fundamental ingredients (like the corona internal heating
power) were not included. Our results show that a warm and
optically thick corona can indeed explain the soft X-ray excess,
provided that such coronal heating is allowed.

4.2. An accretion disk and two powerful coronae to explain

the broad-band spectral emission of radio-quiet AGNs

The results of our analysis crucially depend on the assumption
that internal heating power is released in the warm corona up to
large optical depth (⌧ > 10). Indeed, if Q goes to zero, the equa-
tions shown in Sect. 2 reduce to the standard radiative profiles
of gray atmospheres. On the other hand, the radiative proper-
ties of the warm corona are directly related to the conditions of
radiative equilibrium with the accretion disk. A powerful warm
corona almost entirely covering a nondissipative disk will natu-
rally produce spectra in agreement with the observed soft X-ray
excess spectral properties.

This is very similar to the case of the hot corona that
produces the hard X-ray (above ⇠2 keV) emission in radio-
quiet AGNs. This hot corona is also believed to be dominated
by Comptonization and to have its own local heating (e.g.,
Merloni & Fabian 2001). Furthermore, its radiative properties
are strongly constrained by its radiative equilibrium with the
surrounding colder regions, which are sources of soft seed pho-
tons (e.g., Haardt & Maraschi 1991, 1993; Haardt et al. 1997).
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XSPEC tables

The table spectra are normalized by  
(10 Rg)**2./(4pi d10**2)  

with Rg=1.5e13 cm and d10=10 kpc.

For a source at D (in 10 kpc units!) the best fit 
NORM of the table should give an estimate of 
the warm corona size

RWC ≃ 8.5 × 1013 (norm * D2)1/2 cm
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Application to HE 1143-1810
Optical depth warm corona

Heating function
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Fig. 2. Light curves of each of the four XMM–Newton/OM photomet-
ric filters: U (panel A), UVW1 (panel B), UVM2 (panel C), UVW2
(panel D); and light curves, averaged over each observation, of XMM–

Newton/pn in the bands 0.5–2 keV (panel E) and 2–10 keV (panel F).
The U and UVW1 filters were not available during Obs. 5. The blue
solid lines represent the mean value of the count rate over the five obser-
vations, while the blue dashed lines represent the standard deviation (i.e.
the root mean square of the deviations from the mean).

while the extrapolation of pn data below 3 keV shows a sig-
nificant soft excess. The Fe K↵ emission line is also visible in
the residuals. As already reported in XMM–Newton and NuS-

TAR simultaneous observations of other sources, the pn spectra
are flatter than the NuSTAR spectra in the common bandpass 3–
10 keV, with a di↵erence in photon index of ⇠0.1 (e.g. Cappi
et al. 2016; Fürst et al. 2016; Middei et al. 2018; Ponti et al.
2018). In some cases the largest discrepancy was found in the
3–5 keV band, where NuSTAR measures a higher flux (e.g. Fürst
et al. 2016; Ponti et al. 2018). However, in our case the spectral
discrepancy does not depend on the energy band. We discuss this
issue in more detail in Appendix A. To account for this discrep-
ancy, we included in the fits involving both XMM–Newton and
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linear fits to the data.
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Fig. 4. Upper panel: XMM–Newton/pn and NuSTAR/FPMA spectra of
HE 1143-1810; these five spectra were fitted with a single power law in
the 3–79 keV band. Lower panel: ratio of the spectra to the 3–79 keV
power law. The data were binned for plotting purposes.

NuSTAR a cross-calibration function in the form const ⇥ E
��,

where �� is the discrepancy in photon index between pn and
NuSTAR (Ingram et al. 2017). We fixed �� at zero for both NuS-

TAR modules and left it free for pn (but tied between the di↵erent
observations, see Appendix A). The values of the photon index
and flux reported in the following (Sects. 4.3, 4.5, and 4.6) are
those measured by NuSTAR, unless otherwise stated. The FPMA
and FPMB modules are in very good agreement with each other,
with a cross-calibration factor of 1.02 ± 0.01.

The analysis of RGS data is given in Appendix B.

4.1. High-energy turnover

To constrain the presence of a high-energy cut-o↵, we fitted the
time-averaged NuSTAR spectra (FPMA and FPMB), co-adding
the data from the five observations. We ignored the 5–8 keV band
to avoid the contribution from the Fe K↵ line at 6.4 keV.

Starting with a simple power law, we obtained a fit with
�2/d.o.f. = 334/313 that clearly indicates a turnover at
around 30 keV (Fig. 5, upper panel). Then we included an
exponential high-energy cut-o↵, finding an improved fit with
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Conclusions
• Soft X-ray excess ubiquitous in AGN


• Origin of soft X-ray excess still unknown. Blurred ionised 
reflection and warm comptonisation fit well. Both have their 
own limitations but both could be present…


• Warm corona modelling with local Qheating until large  show 
that there is a parameter space area that agrees with 
observation, where Compton dominates and no (strong) lines 
produced. 


• Limited parameter space with the right  and  and quite 
dependent on Qheating … Where Qheating comes from?

τwc

kTwc τwc
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of the surface density as 8.9 g cm−2. Thus, the disk surface
density at R=1 is 0.1*8.9∼1 g cm−2. If we assume that the
Rosseland mean opacity is 10 cm2g−1, then the disk’s optical
depth is 10. Thus, the blue curves have optical depths of 0.1
and 1. If the disk has an accretion rate of - -

:M10 yr7 1, the
highest blue curve will correspond to the τ=1 surface, which
is twice as high as the τ=1 surface in the hydrodynamical
model. We note that our disk’s aspect ratio at R=1 is larger
than the aspect ratio of a real disk at 0.1 au, which is normally
∼0.03. Although MHD simulations with realistic thermal
dynamics are needed to address this problem properly in future,
our simulations suggest that magnetically supported corona
may play an important role in explaining the strong near-IR
flux in Herbig Ae/Be stars.

Another puzzle our simulations may shed light on is the fast
inflow in transitional disks. Transitional disks have moderate
accretion rates but low surface density (Espaillat et al. 2014;
van der Marel et al. 2017). This implies a large α in the disk or
even supersonic inflow. Fast inflow could also explain the twist
of channel maps observed in some transitional disks (Pineda
et al. 2014; Rosenfeld et al. 2014; Casassus et al. 2015; van der
Plas et al. 2017). Rosenfeld et al. (2014) derive that the inflow
in HD 142527 approaches the infall velocity or the disk is
warped. In our simulation, the inflow velocity in the corona
region approaches 0.2vK. On the other hand, ambipolar
diffusion, which should operate in low-density regions, may
also lead to fast inflow (Wang & Goodman 2017). MHD
simulations with ambipolar diffusion included are desired in
the future to solve this puzzle.

Strong outflows have been observed in the FU Orionis
system. Since these disks are fully ionized within ∼au (Zhu
et al. 2007), we should be able to directly compare our
simulations with observations. Recent ALMA high angular
resolution observations (Zurlo et al. 2017) reveal a wide

hourglass-shape outflow with an outflow velocity of several
km s−1. Our outflow velocity is at a comparable rate. As shown
in Figure 30, the terminal velocity of the outflow ranges from
0.5 to 3. If we assume that R=1 in our simulation corresponds
to the ionized disk size (∼1 au) and the central star mass is 0.3
Me (Zhu et al. 2007), the terminal velocity in our simulations
ranges from 8 to 48 km s−1. On the other hand, our simulations
cannot explain some observables. For example, Calvet et al.
(1993) have estimated an outflow rate of 10−5Me yr−1 for FU
Ori, which has an accretion rate of ´ - -

:M2 10 yr4 1. In our
simulations, the outflow rate from R=0.5 to 5 is only 0.4% of
the accretion rate, while observations suggest that the outflow
rate is 5% of the accretion rate. One solution is that the disk is
threaded by stronger net vertical magnetic fields. Strong
magnetic fields have been observed in the FU Orionis system
(Donati et al. 2005). Another solution is that the wind strength
will be much stronger in a thicker disk whose gravitational
potential is smaller at the wind launching points so that more
mass can escape the disk.

6. Conclusions

We have carried out global ideal MHD simulations to study
accretion disks threaded by net vertical magnetic fields. Static
mesh refinement has been adopted at the disk midplane to
capture the growth of MRI, and special boundary conditions
have been used to prevent the loss of magnetic fields at the
polar region.
For our fiducial case, which has an initial field of β=1000

at the midplane, after running for 1442 orbits at the inner edge,
the accretion flow reaches a steady state from R=0.1 to 3. The
vertically integrated α follows R−0.4, reaching almost 1 at the
inner disk. Due to this α profile, the disk surface density
follows R−0.6, which is shallower than R−1 in a viscous disk
having a constant α.

Figure 25. The schematic diagram shows the proposed mechanism for the coronal accretion at z∼R in the disk atmosphere. In the rightmost panel, the Tφz stresses at
the transition between the outflow, corona, and disk midplane regions are shown. The arrows represent the flow driven by various stresses. The green arrows show the
flow direction at the corona and disk midplane driven by the Tφz stresses, while the dark purple arrows show the flow in these regions driven by the TRφ stresses.
Overall, both Tφz and TRφ drive surface accretion, while their effects at the midplane work against each other and the flow is slowed down there.
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Local heating: « Coronal accretion »?
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Fig. 2. Top, left: gas density and mean poloidal stream lines. The red dotted line corresponds to the Alfvénic surface, and the red dashed line
corresponds to the fast magneto-sonic surface. The colour of the poloidal stream lines correspond to the logarithm of their magnitude normalised
to the sound speed. Top, right: RB' normalised to BiRin; and mean poloidal field lines. The grey square corresponds to the zoomed in region the
bottom figure. Bottom: same as top but zoomed in the greyed region. The black dashed line indicates the surface where h�i = 8⇡ hPi / hBi2 = 1.
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